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Abstract—Since the first introduction of anomaly-based intru-
sion detection to the research community in 1987, the field has
grown tremendously. A variety of methods and techniques intro-
ducing new capabilities in detecting novel attacks were developed.
Most of these techniques report a high detection rate of 98% at
the low false alarm rate of 1%. In spite of the anomaly-based ap-
proach’s appeal, the industry generally favors signature-based de-
tection for mainstream implementation of intrusion-detection sys-
tems. While a variety of anomaly-detection techniques have been
proposed, adequate comparison of these methods’ strengths and
limitations that can lead to potential commercial application is dif-
ficult. Since the validity of experimental research in academic com-
puter science, in general, is questionable, it is plausible to assume
that research in anomaly detection shares the above problem. The
concerns about the validity of these methods may partially explain
why anomaly-based intrusion-detection methods are not adopted
by industry. To investigate this issue, we review the current state of
the experimental practice in the area of anomaly-based intrusion
detection and survey 276 studies in this area published during the
period of 2000-2008. We summarize our observations and identify
the common pitfalls among surveyed works.

Index Terms—Anomaly detection, intrusion detection.

I. INTRODUCTION

NTRUSION detection has been at the center of intense re-
I search in the past decade owing to the rapid increase of
sophisticated attacks on computer systems. Typically, intrusion
detection refers to a variety of techniques for detecting mali-
cious and unauthorized activities commonly known as “attacks.”
There are three broad categories of detection approaches [1]:
1) signature-based technique that relies on pre-specified at-
tack signatures; 2) anomaly-based approach, which typically
depends on normal patterns classifying any deviation from nor-
mal as malicious; and 3) specification-based technique, which,
although operates in a similar fashion to the anomaly-based ap-
proach, employs a model of valid program behavior in a form of
specifications the development of which requires user guidance.

For years, research in the field of intrusion detection has been
primarily focused on anomaly-based and misuse-based detec-
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tion techniques. The latter method is traditionally favored in
commercial products due to its predictability and high accuracy.
In academic research, however, anomaly-detection approach is
perceived as more powerful due to its higher potential to address
novel attacks in comparison to misuse-based methods. While the
academic community has proposed a wide spectrum of anomaly-
based intrusion-detection techniques, adequate comparison of
the strengths and limitations of these techniques that can lead to
their potential adoption by industry is challenging. There are a
variety of reasons for this shortcoming from simple underreport-
ing of the experimental details to more serious issues thatinvolve
incorrect feature selection process and improper use of statis-
tical analysis. To better understand the mismatch between the
academic perception of anomaly-detection techniques and their
potential for mainstream system implementation, we have care-
fully examined the evaluation practice of the anomaly-detection
techniques.

In this paper, we focus on recent research in the area of
anomaly detection, specifically, the work published during the
period of 2000-2008. We analyze three major components in
each study that, we believe, are critical for the evaluation and
comparison of the intrusion-detection techniques. These com-
ponents include the employed datasets, the characteristics of the
performed experiments and the methods used for performance
evaluation.

The remainder of this paper is organized as follows. Section II
presents the overview of the related work. In Section III, we
present our evaluation methodology. Sections IV-VI provide
the results of our survey. Finally, Section VII concludes the
survey and provides some future directions.

II. RELATED WORK

The research on anomaly-based intrusion detection has been
developing very rapidly since the first introduction of the
anomaly-detection paradigm in 1987 by D. Denning. Since that
time, the volume of research has grown tremendously; however,
only in recent years has the question about the experimental
practices of anomaly-detection research come up.

Gates and Taylor [2] questioned some of the core assumptions
commonly accepted in network anomaly-detection studies (e.g.,
attacks are rare, simulated data are representative). They pointed
out that many of these assumptions originate in Denning’s early
work, and thus, their applicability in the modern network domain
should be revisited.

Ringberg et al. [3] also noted the inadequacy of some of the
existing assumptions. Advocating for the use of simulation, they
discussed four requirements necessary for a complete evaluation
of anomaly-detection techniques, specifically, the existence of

1094-6977/$26.00 © 2010 IEEE
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“ground truth” in the anomaly-detection datasets, reproducibil-
ity of experiments, definition of anomaly and experimental
control.

The validity, i.e., accuracy, and reliability, i.e., consistency,
of the experiments in computer science have always been at
the center of scientific criticism. Denning noted that the ex-
perimental practices of computer science do not adhere to the
“traditional standard of science” [4]. The study performed by
Tichy et al. [5] showed that relatively few papers in computer
science had been published with experimentally validated re-
sults. The survey published by Wainer et al. [6] came to the
same conclusion.

In between these surveys, several studies conducted more
thorough analysis of the practices employed by the computer
science community in conducting research. Zelkowitz and Wal-
lace [7], [8] analyzed the use of experimentation in the software
engineering community in the early 1990’s. In the follow-up
study in 2005, Zelkowitz noted the increasing use of experimen-
tal validation and the general improvement of the field research.
Several other studies on the maturity of software engineering re-
search [9], [10] generally confirmed Zelkowitz’s observations.

The analysis of the use of network simulation in 1999 led
Pawlikowski et al. [11] to conclude that simulation-based perfor-
mance evaluation studies of telecommunication networks are in
a “deep crisis of credibility.” The follow-up study by Kurkowski
et al. [12] on the use of simulation in mobile ad hoc network
(MANET) research found no significant improvement, thereby
calling the results “discouraging.”

III. EVALUATION METHODOLOGY

We conducted a survey of research work in the area of
anomaly-based intrusion detection published during the period
of 2000-2008. To avoid selection bias, we collected all research
papers indexed by the Google Scholar and the Digital Bibliog-
raphy and Library Project (DBLP) databases for the reviewed
time period. From this set, we excluded short papers, extended
abstracts, nonpeer-reviewed research, and papers not available
in the English language and those containing no evidence of
experimental study. During this process, we encountered seven
cases of self-plagiarism (nearly identical papers, i.e., more than
90% content overlap, published in different venues by the same
authors) and one case of plagiarism (an original work was later
republished by different authors). For these cases, we chose to
retain the earlier copy of each work.

To narrow our focus, we further selected research work rel-
evant to anomaly-based methods for intrusion detection. Thus,
any methods specifically developed for fault, fraud detection,
etc., were excluded. The final set of 276 papers, containing 61
journals and 215 conference/workshop papers, was reviewed
manually without any means of automatic search techniques.
Each of the selected papers went through at least two rounds of
evaluation to reduce classification error.

To provide better perspective on the survey results, we divided
the papers into four categories: journal papers published in ISI
journals (40 papers) and non-ISI journals (11 papers), and con-
ference/workshop papers that were further classified according

TABLE I
DETAILS OF THE SURVEYED PAPERS

Papers by intrusion detection types
Host-based studies 93 papers out of 276
Network-based studies 163 papers out of 276
Application-based studies 20 papers out of 276

Applied intrusion detection methods
Classification-based methods: | 160 papers out of 276

NN 25 papers out of 160
HMM 36 papers out of 160
SVM 20 papers out of 160

Bayesian networks
Other methods
Statistics-based methods
Clustering
Misc. methods
(control-flow graph,
finite-state automata, etc.)

14 papers out of 160

65 papers out of 160
62 papers out of 276
36 papers out of 276
46 papers out of 276

to the venue impact factor (IF) [13] into two broad categories:
frequently cited (FC) category including 88 papers, and rarely
cited (RC) category including 138 papers.! The details of the
surveyed papers and the top five venues for each category are
given in Tables I and I1.2

A. Survey Focus

There are two factors commonly used in statistics to assess
the scientific rigor of a study: reliability, i.e., the consistency
of the measurements, and validity, which refers to the accuracy
and quality of the conclusions of a study. Both factors are key
components of a study’s trustworthiness. The lack of reliabil-
ity brings into question a method’s robustness and its ability
to withstand the uncertainties of the deployment environment.
The consistency of the method performance is especially im-
portant in the anomaly-detection domain, where the occurrence
of certain anomalous events might be exceedingly rare. On the
other hand, the lack of validity questions a study’s relevancy
and usefulness. Even the most reliable method has little value
in intrusion detection if it fails to provide accurate recognition
of attacks.

We applied these two metrics, validity and reliability, to eval-
uate the scientific rigor of the studies in the area of anomaly-
based intrusion detection. Each study was assessed along the
set of factors that directly or indirectly address the validity and
reliability measures.

To assess the reliability of a study, i.e, its repeatability, we
analyzed: 1) the experimental setup, such as the details provided
about the employed datasets, tools, environment, and initial con-
figuration of the algorithms; 2) the experimental process, e.g.,
the number of experiments performed; and 3) overall provided
documentation of the experiments.

Since the concept of validity encompasses several perspec-
tives of the study such as internal validity, external validity,
conclusion, and construct validity [14], its assessment was per-
formed with regard to these aspects. Internal validity relates to

'The full list of venues with the corresponding IF can be found in
http://iscx.ca/ADsurvey.

2In Table I, papers using more than one method are considered in several
categories.
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TABLE II
PUBLICATION VENUES OF SURVEYED PAPERS (TOP FIVE VENUES)

Frequently Cited (FC) category

Information Assurance Workshop (IAW)

International Symposium on Recent Advances in Intrusion Detection (RAID)
ACM Symposium on Applied computing (SAC)

ACM Conference on Computer and Communications Security (CCS)

IEEE International Conference on Data Mining (ICDM)

W W L n

Rarely Cited (RC) category

International Conference on Machine Learning and Cybernetics (ICMLC)
International Symposium on Neural Networks (ISNN)

International Conference on Availability, Reliability and Security (ARES)
Fuzzy systems and knowledge discoveryconference (FSKD)

Security and Management conference (SAM)

— W L O\ =

ISI journals

Computers & Security, Elsevier
Computer Communications, Elsevier
Computer Networks, Elsevier

ACM Transactions on Information and System Security (TISSEC)
IEEE Transactions on systems, man, and cybernetics

NN WO =

Non-ISI journals

Journal of software

Journal of Information Assurance and Security

International Journal of Non-Standard Computing and Artificial Intelligence
International Journal of Computer Science and Network Security
Information Management & Computer Security

[EEEN N )

the experimental design of a study and allows one to conclude
whether the produced outcome of the study can be attributed to
the proposed approach rather than other factors not accounted
for in the experimental study design. Internal validity was an-
alyzed through the data-preparation process, e.g., the use of
normalization techniques in order to avoid bias.

Conclusion validity describes whether the relationship found
between the data and the outcome is reasonable. For example, if
the proposed algorithm employs certain features then how was
determined that these features are significant for the study.

External validity relates to the generalization ability of the
reported results, i.e., whether the produced outcome would hold
for other data, or in a different deployment environment. Exper-
imental validity is commonly analyzed through the use of sam-
pling and feature-selection techniques and employed datasets.

Construct validity refers to the validity of the measurements
and answers the question of whether we are measuring what we
really intend to measure in a study. In other words, when we
measure how well the proposed algorithm detects anomalies,
is that what we really measure? We assessed construct validity
through several factors: 1) definition of anomaly, i.e., what was
being detected in the study; 2) evaluation measures, i.e., what
measures were used to evaluate the approach; and 3) what type
of evaluation was performed.

To summarize, the factors addressing the validity and relia-
bility of a study can be broadly divided into three groups: factors
related to the employed data, the performed experiments, and
the performance evaluation. We review the experimental prac-
tice of the published research in the area of anomaly detection
along these three dimensions.

IV. DATASETS

The evaluation data play an important role in the validation
of any intrusion-detection method. The data quality not only
allows us to judge the proposed method ability in detecting
intrusive behavior, but also shows its potential effectiveness in
the deployed operating environment.

This becomes a main challenge due to the criticism of existing
datasets and the obstacles that prevent employing real traffic
(e.g., privacy and reliability guarantee).

Among the surveyed works, the most prevalent approach to
evaluation of the anomaly-based methods was based on fully or
partially synthetic datasets, i.e., data fully or partially created
in isolated environments. As Fig. 1 shows, 70% of works em-
ployed publicly available datasets, and 32% created a dataset
for a particular study. Among the research studies preparing
their own dataset, 85% gathered the data directly from the net-
work or host environment and 15% generated synthetic data.
A common approach to the generation of synthetic sets re-
ported in the reviewed works is with the help of individuals
(often graduate students) who are asked to use certain programs
for a given period of time. While this approach is likely to
produce the required amount of data, it hardly reflects a real
environment.

Among the reviewed papers, 9% conducted the experiments
with the use of simulation tools and only 7% attempted to test the
robustness of the proposed approach in the “wild,” i.e., through
deployment in the real network.

There are several datasets publicly available for intrusion
detection testing and evaluation. However, the most widely
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Fig. 1. Data usage in surveyed works.

used are the Defense Advanced Research Projects Agency
(DARPA) intrusiondetection evaluation (DARPA) data (24%)
and the knowledge discovery and data mining (KDD) set (28%),
which together are used in more than 50% of studies. DARPA
datasets [15] were generated in 1998, 1999, and 2000 in MIT
Lincoln Laboratories, specifically for testing purposes. The sets
consist of simulated host and network normal traffic and manu-
ally generated network-based attacks. The KDD set [16], known
as KDD 99 intrusion data, is derived from the DARPA 98 dataset.

Despite the significant contribution of these datasets to the
research on intrusion detection, their accuracy and ability to
reflect real-life conditions have been extensively criticized [17],
[18]. There were several efforts to provide alternative real traffic
sets [19], which have been also questioned due to lack of proper
documentation and reliability in assessment. In the host-based
intrusion detection, the most commonly used synthetic dataset is
the University of New Mexico (UNM) dataset that is employed
in 36.5% of reviewed works. The DARPA dataset was employed
in 26% of the host-based studies.

Overall, due to the lack of better datasets, the majority of the
research in the field of network intrusion detection is still based
on the synthetic sets.

In this context, data preprocessing gains special attention.
Knowing the shortcomings of the data, it is important to prepare
the data to ensure consistent and accurate evaluation. While
this process and its requirements are well described in the data-
mining literature, much of the published research in the intrusion
detection field skips or overlooks this stage.

The following are the common pitfalls identified from our
survey of published works (see Table III).

Definition of anomaly: The ability of an approach to de-
tect intrusive, or rather abnormal behavior, is a cornerstone of
the anomaly-based intrusion-detection methods. The primary
problem in this context is the definition of the anomaly. The
uniform understanding of anomaly as activity different from
normal brings many challenges in the practical setting. Aca-
demic research broadly defines anomaly as abnormal behavior

Publicly available data sets

employ DARPA data

employ KDD data set

of host-based studies employ UNM data.

of host-based studies employ DARPA data set.
employ other sets

inserted additional attack traces to the sets.

24% (67 out of 276)
28% (77 out of 276)
36.5% (34 out of 93)
26% (24 out of 93)
6% (16 out of 276)
15% (41 out of 276)

Self-created data sets for a given study
0.7% (2 out of 276) Released data
31% (86 out of 276) Not released data
34 papers out of 86 are FC
32 papers out of 86 are RC
17 out of 86 are ISI journal papers
3 out of 86 are non-ISI journal papers
Among studies that did not release data sets:
not provided detailed data description
8 out of 24 are FC
10 out of 24 are RC
4 out of 24 are ISI journals
2 out of 24 are non-ISI journals
collected real traffic/host events to generate sets.
inserted synthetic attack traces into the data.
inserted real attack traces into the data.

28% (24 out of 86)

85% (75 out of 88)
24% (21 out of 88)
23% (20 out of 88)

(e.g., outlier) [2], while system administrators narrow it down
to only events potentially threatening their system/network.

The necessity for clear definition of anomaly in the context
of given research has been also emphasized by Gates and Taylor
[2] and Ringberg et al. [3]. As Ringberg et al. pointed out, it
is quite challenging to accurately evaluate the anomaly-based
intrusion detector capabilities without precise description what
constitutes an anomaly.

Despite of this, the majority of current research on anomaly-
based intrusion-detection methods, 88% of works, do not ex-
plicitly state what constitutes an anomaly in their study. While
the general tendency among the surveyed works is to refer to
anomalous behavior as behavior deviating from normal, the pri-
mary target in the evaluation of the proposed approach are the
specific attacks.

Data normalization: The primary goal of data normalization
is to ensure a common ground for the subsequent direct compar-
ison of the data points. Depending on the nature of the data, the
normalization might not be always necessary. However, omit-
ting this step when the data units are not uniform introduces a
bias toward data with larger units, consequently impacting the
final outcome of the algorithm.

While the necessity of normalization cannot be judged in the
datasets where little information is available, we can point out
with certainty that publicly available datasets such as DARPA
and KDD require such normalization. For example, the KDD set
contains 41 features and the majority of features have a different
scale, for example, destination host count is in the range of
0—255, while source bytes range from 0 to 693 375 640. Thus,
any type of anomaly analysis would require normalization of
the employed features. Given this, only 21% of all studies on
these datasets indicated the use of normalization techniques.

Features omission: The datasets often contain numerous fea-
tures that can be not only redundant and unimportant, but also
detrimental for the results’ accuracy [20]. Thus, proper feature-
selection practices can significantly affect the evaluation of a
detection method’s performance.
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TABLE III
SURVEY RESULTS

Data sets preparation

42% (69 out of 163) used all features.

24% (40 out of 163) employed the feature selection.

47% (19 out of 40) stated the feature selection method.
72.5% (29 out of 40) provided the selected features.
21% (35 out of 163) indicated a use of normalization.

9 out of 163 are FC

22 out of 163 are RC

4 out of 163 are ISI journals

Experiments

37% (72 out of 194) of studies using public data sets, specified training and testing sets.

18 out of 194 are FC

39 out of 194 are RC

11 out of 194 are ISI journals

4 out of 194 are non-ISI journals

41% (36 out of 88) of studies using self-created data sets, specified training and testing sets.

19 out of 88 are FC

9 out of 88 are RC

6 out of 88 are ISI journals

2 out of 194 are non-ISI journals

21% (34 out of 163) of network-based studies specified the ratio of abnormal/normal activity in the testing set
23.5% (8 out of 34) used 1-2% abnormal/99-98% normal activity ratio in the testing set.
3% (1 out of 34) used 6-8% abnormal/94-92% normal activity ratio in the testing set.
3% (1 out of 34) used 19-20% abnormal/81-80% normal activity ratio in the testing set.
15% (5 out of 34) used 30-50% abnormal/70-50% normal activity ratio in the testing set.
56% (19 out of 34) used 80-82% abnormal/20-18% normal activity ratio in the testing set.
19% (52 out of 276) conducted the performance study.

18 out of 52 are FC

21 out of 52 are RC

11 out of 52 are ISI journals

2 out of 52 are non-ISI journals

60% (31 out of 52) of those that conducted the performance study stated the characteristics of the computer.
14 out of 31 are FC

10 out of 31 are RC

5 out of 31 are ISI journals

2 out of 31 are non-ISI journals

23% (64 out of 276) did not specify the initial parameters of the algorithms.

15 out of 64 are FC

36 out of 64 are RC

12 out of 64 are ISI journals

1 out of 64 is non-ISI journal

12% (25 out of 212) of those that specified the initial parameters justified the selected initial parameters of the algorithm.
20% (55 out of 276) indicated methods to ensure validity and reliability of experiments.

6 out of 55 states the number of simulation runs

34 out of 55 indicated that the produced result is an average value

12 out of 55 reported the use of cross-validation

3 out of 55 reported a confidence interval for the obtained results

Evaluation

35.5% (98 out of 276) | provided comparison of the proposed approach with earlier works.
29 out of 98 are FC

52 out of 98 are RC

14 out of 98 are ISI journals

3 out of 98 are non-ISI journals

26% (42 out of 163) of network-based studies provided separate results for different attack types.
12 out of 42 are FC

24 out of 42 are RC

4 out of 42 are ISI journals

2 out of 42 are non-ISI journals

Publishing quality
5% (13 out of 276) produced unreadable plots/graphs.

5 out of 276 are FC

8 out of 276 are RC

1% (3 out of 276) provided no explanation for the given plots/graphs.
all 3 papers are in RC category
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As our survey showed, among network-based approaches,
24% of the works applied the automated feature-selection
method. One of the concerns is that the selected features are
not always specified: 27.5% of works did not disclose the em-
ployed features. This practice cannot be considered appropriate
as it makes it nearly impossible to reproduce the experiment or
produce a fair comparison in the future research.

Data reduction: Generally, datasets used for evaluation of
intrusion detection systems (IDSs) are very large, which not
only complicates the analysis, but also slows down the process-
ing. Sampling is generally a popular data reduction technique
used in many areas. However, in the intrusion-detection domain,
numerous studies have pointed out that sampling brings signif-
icant distortion to the traffic statistics, essentially degrading the
accuracy of the analysis [21], [22]. While potential improve-
ments for estimating the accuracy of sampling have been also
studied [21], [23], the question of the impact of sampling in
intrusion detection remains open.

Mai et al. [22] performed experiments to show the impact of
four sampling techniques: random packet, random flow, smart
sampling and sample-and-hold, on the detection accuracy of
port-scan and volume anomalies (e.g., Denial-of-service at-
tacks). Their results show that all four methods introduce a
significant bias that degrades the performance of the detection
algorithms. Despite this research, our survey shows that 13%
of reviewed works used random sampling and 9% selected in-
stances using some predefined rules. However, the practice of
the use of sampling techniques is inconsistent and varies de-
pending on the needs of a particular study. We found the fol-
lowing sampling strategies used more commonly than others:
random sampling only from training set or only from the test set
to generate both training and testing sets for evaluation, sam-
pling of attack instances of the dominant type or specified types,
sampling of the particular sessions.

V. EXPERIMENTS

Poor experimental practice is another factor in IDS methods
evaluation that can bias its final outcome. One of the measures
of a study’s validity and reliability is the ability to reproduce the
experiment. Such repeatability is ensured through proper exper-
imentation procedures employed by the researchers, on the one
hand, and full documentation of the experimental environment
on the other hand.

Experiments setup: This phase often does not receive proper
attention in the publications. However, the absence of proper
documentation of experiments affects first of all the credibil-
ity of the study, making it hard to reproduce the experiments
and make comparison with other methods, which essentially
makes a study less believable. The experimental setup assumes
the proper description of the employed datasets, including the
indication of the testing and training sets. This is especially im-
portant in case of publicly available datasets, such as DARPA,
KDD, that are already prepared and broken down into testing
and training parts. Despite this, the selection of training and
testing sets is not uniform among researchers. Often these sets
are rearranged to suit the needs of a particular study.

Unfortunately, out of 194 papers using the publicly available
datasets, more than half (63%) did not properly specify which
sets were used for training and testing of the approach. Among
experimental datasets that were not public, these numbers were
slightly higher: out of 88 papers, 59% did not describe the
training and testing sets.

Another aspect related to the employed testing set is the ra-
tio of anomalous and normal records in the testing data. An
assumption of rareness of anomalies, i.e., the existence of a
small portion of anomalous records compared to the volume
of normal activity, is common in the intrusion-detection do-
main [2]. Recently, there have been several studies showing that
this picture is changing and nowadays abnormal traffic on the
Internet (including scanning activity) cannot be quantified as
rare [24], [25].

Reviewing the network-based studies on the DAPRA and
KDD datasets, we noted a great variability in the employed ratio
of abnormal to normal activity. Among 34 papers that specified
this ratio for the testing set, the majority of the studies (24 out of
34) experimented with a high percentage of abnormal activity
(30%—82%) in the data. It should be also noted that 19 of these
studies worked with the KDD dataset that has 81% of abnormal
activity. As some of these studies employed random sampling, a
final percentage of abnormal activity ranged from 80% to 82%.
Two papers experimented with 6% —20% of abnormal activity
in the set, and only 8 papers out of 34 (23.5%) assumed a low
probability of intrusive activity, using a 1% —2% abnormal to
99%—98% normal activity ratio.

Another concern of the experimental setup is the use of the
simulation tools and well-known algorithms. The initial config-
urations of these tools and algorithms can significantly influence
the final result. Our review shows that 24% of publications left
out a definition for the initial parameters of the input variables.
For example, the widely used 1ibSVM tool [26] that implements
support-vector machines defines 13 variables, each of which can
affect the outcome of the algorithm. However, out of 19 studies
using SVM algorithm, 8 papers (42%) did not state the initial
configuration.

Among the 212 surveyed works that defined the initial con-
figuration, the selected parameters were rarely justified. Only
12% of the studies revealed the motivation for their selection.

Results validation: Since the evaluation of the detection
method in the majority of the surveyed studies is based on
the simulation, one of the important aspects of the credibility
of the obtained results is their statistical reliability. It is impor-
tant to ensure that the evaluation results are consistent and not
attributed to a coincident error.

In machine learning, a commonly used method of checking
reliability is cross-validation. Cross-validation involves parti-
tioning the data into training and testing portions and evaluating
the method using the generated testing set. Cross-validation is
generally performed in multiple rounds with the final result
averaged over the result of each run. The application of cross-
validation in network anomaly-detection evaluation has to be
carefully guided. To provide a credible result, on the one hand,
the researcher has to ensure that the attacks represented in the
test stage do not fully repeat the attacks used in the training run
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to avoid memorization of training data by the detector. On the
other hand, a sensible percentage of anomalies (attacks) has to
be provided in all partitions used for validation.

Such caution is mainly dictated by the nature of the data em-
ployed in the anomaly detector evaluation. In both the synthetic
data such as DARPA and KDD and the real network traffic, the
representation of attack types is generally unequal, with some,
usually easily detectable types clearly dominating the rest of the
traffic. For example, such dominating types are the denial-of-
service attacks in DARPA 1998 data or scanning activity in the
Internet backbone traffic [25].

Although the statistical reliability of results shows the consis-
tency of the method’s performance, it does not allow to assess
its validity, i.e., accuracy of the obtained results. There are a
number of techniques used to ensure statistical validity of sim-
ulation result [27]. One of the methods employed in statistics is
based on the central limit theorem, which is used to determine
the sufficient number of simulation runs needed to guarantee
certain confidence in the results of a given study.

Unfortunately, in spite of their significance, the issues of reli-
ability and validity of the experiments were often ignored in the
surveyed works. 80% of the papers did not discuss any methods
used to ensure validity and reliability of the experiments. Among
the rest, 20% of the studies (6 out of 55) directly stated the num-
ber of simulation runs and 34 studies indicated that the produced
result was an average of the performed evaluation runs. At the
same time, a single execution of the simulation will rarely pro-
duce a credible result. It was not uncommon to see the justifica-
tion of the reported result as the best result obtained in the exper-
iments. A total of 12 papers reported the use of cross-validation.
Three of the surveyed works stated the confidence interval.

VI. PERFORMANCE EVALUATION

The effectiveness of anomaly-detection techniques is gener-
ally evaluated from two perspectives:
1) the ability of the approach to distinguish normal vs. intru-
sive/abnormal;
2) the efficiency of the method according to the time required
for training the model and the time taken during the de-
tection process.

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 40, NO. 5, SEPTEMBER 2010

Evaluation metrics
employ ROC curve only
5 out 18 are FC
9 out 18 are RC
3 out 18 are ISI journal papers
1 out 18 is non-ISI journal paper
state only DR and FP rates
28 out 71 are FC
34 out 71 are RC
8 out 71 are ISI journal papers
1 out 71 is non-ISI journal paper
employ Area Under Curve (AUC) metric
present results using visual aids (graphs, pictures)
without any link to known evaluation metrics
use their own evaluation metrics

6.5% (18 oul of 276)

26% (71 out of 276)

2% (6 out of 276)
2.5% (7 out of 276)

4% (12 out of 276)

A. Normal Versus Intrusive

An approach’s ability to correctly classify behavior is es-
sentially interpreted in terms of four possibilities: true-positive
events, known attacks instances detected as abnormal, false-
positive (FP) events that are incorrectly classified as abnormal,
true-negative events, which are correctly identified normal be-
havior and false-negative (FN) events that present abnormal
behavior incorrectly classified as normal. intrusion-detection
assessment metrics are derived on the basis of these four in-
dicators. The most commonly used metrics are detection rate
(DR), a ratio between the number of correctly detected attacks
and the total number of attacks and FP rate (FPR), computed
as the ratio between the number of normal connections that
are incorrectly misclassified as attacks and the total number of
normal connections. Often these metrics are displayed as a re-
ceiver operating characteristic (ROC) curve to emphasize the
tradeoff between them. However, the ROC curve alone, or DR
and FPR might be misleading or simply incomplete for under-
standing the strengths and weaknesses of the proposed approach
[17], [28]-[30].

As such, Lazarevic et al. [31] showed that the standard
metrics: DR and FPR are subjective toward bursty attacks
(e.g., denial-of-service and probing) due to a high number of
connections in a short period of time, and show better perfor-
mance in comparison with other types of attacks often charac-
terized by a single connection (such as user-to-root or remote-
to-local). Ulvila and Gaffney [29] pointed out the flaws of
the ROC curve metric from the perspective of multiple IDS
comparison.

Generally, all these studies lead to two points to address po-
tential inaccuracies and allow comprehensive evaluation of the
detection method performance assessment: 1) a comprehensive
set of evaluation metrics should be considered, and 2) the attacks
of different types should be evaluated separately.

In spite of this, the majority of research in the field of anomaly
detection still follows the beaten path. As Fig. 2 shows,’ the
ROC curve and DR and FPR are still the most commonly used

3In Fig. 2, papers using several methods are considered in corresponding
categories.
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metrics. 42% of the surveyed works employed only these mea-
sures and 29% of the papers complemented these metrics with
other evaluation measures. Other traditional metrics commonly
employed for evaluation are accuracy (10% of the works) and
precision and recall (4%). Among less-frequently used metrics
are the area under curve (AUC), response/detection time, cost
measure, etc. Although the AUC metric is widely used in many
data-mining studies, it was employed in 2% of the surveyed
papers, usually in combination with accuracy and ROC curve.
2.5% of the papers lacked any identifiable evaluation metrics,
presenting results using various visual aids such as pictures,
graphs.

Unfortunately, the second point, i.e., presentation of separate
results for each type of attack, is also far from being a standard
practice. Among 163 network-based studies only 26% of studies
presented separate results for the types of attacks present in the
dataset.

B. Evaluating Method Efficiency

Another facet of the IDSs’ evaluation is the analysis of per-
formance requirements that generally includes the processing
memory and time overhead. In our survey, 19% of the papers
conducted a performance study. However, among them, 40% did
not indicate the characteristics of the computer used to obtain
these results (see Table III). Such oversight essentially produces
results that cannot be reproduced and cannot be used for com-
parison with other techniques.

VII. CONCLUSION

Summarizing our observations about a scientific rigor of the
anomaly-based intrusion-detection studies, we find that the ma-
jority of surveyed works do not satisfy these requirements. Over-
all, our findings confirm a common trend in the experimental
computer science field that shows a lack of a scientific rigor in
academic research.

While one of the common perceptions of the highly ranked
publication venues is the better quality of their published papers,
our survey results do not support that. The focus of our survey
was primarily on the experimental part of the research; thus, we
have not attempted to analyze the quality of the proposed meth-
ods. Nevertheless, the review of the published research along
three analyzed components of the experimental study: datasets,
performed experiments, and the evaluation, show that studies
from all categories fail to follow basic principles of scientific
experimentation. Since our survey is based on an analysis of
published documents, it is possible that many of the identified
pitfalls were avoided in the conducted research, but not reported.
Unfortunately, even the best research work can lose its value be-
hind an ambiguous, unclear and unsound presentation.

We hope that these results will help academic community
to overcome common pitfalls discovered in this survey in their
future research. In the future, we plan to repeat this study to see
how research in the area of anomaly-based intrusion detection
is changing and whether any significant trends can be noted.
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